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audiences by domain experts. Twenty TED Talks (N = 20) on AI literacy and ethics delivered between 2020 
and 2025 are examined using inductive thematic analysis. The study identifies recurring issues which are 
grouped into three core thematic categories: transparency and interpretability, autonomy and power, 
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AI systems and the authority granted to machine-generated outputs. The second addresses challenges 
related to surveillance, human agency, market concentration, and civic participation. The third highlights 
systemic disparities such as the digital divide, environmental burdens, and control over foundational AI 
infrastructure. These themes are subsequently interpreted through the lenses of hermeneutics, critical 
theory of technology, and data justice. The findings contribute to understanding how ethical concerns 
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Introduction
The widespread adoption of artificial intelligence (AI) 
has brought to fore a number of ethical concerns. Many 
consider AI as an instrument of algorithmic power. 
It concentrates authority in the hands of a few large 
corporations and governments that control the data and 
resources needed to build advanced models (Crawford, 
2021; Zuboff, 2019). This is of course not a new issue. 
Debates on what can and what should be delegated 
to algorithms are quite old. Experts have warned of 
the dangers of allowing algorithms to mediate social 
interactions and decision-making (Mittelstadt et al., 
2016). Another issue is the opaque nature of algorithms 
(Pasquale, 2016).This so-called “black-box” problem is 
especially applicable to AI systems which are often so 
complex that even their creators cannot explain how an 

AI arrives at a specific decision or response. The quest for 
equity in AI is another area that has seen a lot of interest. 
How to stop AI systems from spreading biases continues 
to be a central theme in the development and governance 
of AI technologies (Zhou et al., 2024). 

Examining the perception of the general public on such 
ethical concerns is an underexplored area of study, which 
this study tackles. It examines how experts communicate 
the ethical aspects of AI through TED Talks, a widely 
consumed and public-facing medium intended for general 
audiences. An inductive thematic analysis was done on 
twenty (N = 20) TED Talks between 2020 and 2025. There 
are two research questions this study tries to answer:

(1) W hat are some recurring themes that can 
be identified in expert discourse around the ethical 
challenges of AI?
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(2) How can these themes be interpreted in light of relevant 
theoretical perspectives?

Literature Review
AI literacy is often defined as a mix of technical knowledge 
and ethical awareness (Ng et al., 2021). Existing scholarship 
usually focuses on how educational programs and 
professional training modules help individuals become 
more competent in using AI (Lintner, 2024). Another 
area of research is the integration of AI in media and 
communication (Chan-Olmsted, 2019). While the ethics 
of AI has attracted growing scholarly attention (Trattner 
et al., 2022), there is still limited exploration of how these 
ethical concerns are represented in public discourse or 
mass communication—especially from the perspective of 
AI literacy (Mukhopadhyay, 2025; Ouchchy et al., 2020). In 
many cases, AI literacy programs do not touch upon these 
social factors. More often than not, ethics is not covered 
directly (Kong et al., 2023). 

Both AI literacy and AI ethics are evolving fields which 
have received significant attention in recent years (Batool 
et al., 2025; Sparks et al., 2024). However, there is limited 
research on how ethical concerns are communicated in 
popular formats meant for non-technical people. This 
is where TED Talks play an important role. Over the 
years they have emerged as a powerful medium of mass 
communication, covering a large number of topics, shaping 
mainstream discourse (MacKrill et al., 2021). TED as a 
platform provides a space where experts can communicate 
complex ideas in a way that is easily understandable. 
In the context of AI, it is like a new arena of AI literacy 
intervention. Not only can it shape how people make sense 
of AI, but also helps communicate its ethical and societal 
implications in an accessible way. 

Methodology
Given the exploratory nature of the topic, inductive 
thematic analysis was used. The aim was to generate 
data-driven insights to examine how domain specialists 
communicate different dimensions of AI ethics to non-
technical people. TED Talks were selected as the primary 
data source. Informal YouTube creator channels or 
academic lectures may not always be able to bridge the 
gap between experts and the general public, and present 
complex ideas in simple ways without making them too 
simplistic. Unlike TED talks, YouTube videos may not 
always have a controlled and consistent setting, thereby 
making it difficult to isolate expert-driven narratives. 
Academic lectures are, of course, more rigorous. However, 
more often than not they are discipline-specific and less 
oriented towards the wider public. This makes them 
unsuitable for examining public-facing framing.

The inclusion criteria for the videos were as follows: (i) 
the video had to be a TED or TED-affiliated talk between 
2020 and 2025 on YouTube; (ii) the central theme must 

relate to general AI literacy and ethics; (iii) the talk must 
be in a speech or presentation format; and (iv) the video 
must have received a minimum of 1,000 views to ensure 
a baseline level of public engagement. Those videos which 
did not meet these criteria were removed. This meant that 
videos on domain-specific applications like healthcare, 
education, and business solutions, or formats like Q&A 
sessions, interviews, and panel discussions, were left 
out. The timeframe 2020 to 2025 was chosen on purpose 
because during this period, humanity witnessed rapid 
advancements in AI capabilities, including launch of 
revolutionary generative AI products.

Initially, 26 videos were shortlisted based on these 
ideas. Each video was transcribed from YouTube, error-
corrected and subsequently analyzed using inductive 
thematic analysis (Braun & Clarke, 2006). Manual coding 
was done for the analysis. Although no software like NVivo 
or ATLAS.ti was used, the study followed a consistent 
coding protocol. During the initial coding the transcripts 
were read thoroughly and recurring ideas and metaphors 
about AI were labeled. These codes were then refined 
and grouped into code-clusters. The code-clusters or 
subthemes were then grouped into broader themes. The 
entire process was iterative. Once a single video was 
completed, the next video was taken up.

Thematic saturation was observed at the 16th video. 
At this point no new codes or conceptual ideas were 
identifiable. To ensure rigor, four more videos were also 
examined. These videos confirmed the initial findings. 
No new themes or subthemes were identified, and coding 
was then concluded. The final themes were formalized 
for interpretation through the selected theoretical lenses 
of hermeneutics, critical theory of technology, and data 
justice. A total of 20 videos (N = 20) was therefore the final 
data set for analysis. 

Results
The analysis ident if ied three major themes that 
characterize how experts communicate AI ethics: 
transparency and interpretability, autonomy and power, 
and structural inequities in AI infrastructure (Table 1). 
These are discussed in later sections.

Transparency and Interpretability
Transparency and interpretability was identified as a key 
theme. It covers issues like algorithmic bias, the opacity 
of AI decision-making, and misplaced trust in machine 
outputs. These issues reveal how AI systems obscure their 
inner workings while projecting objectivity. A subset of 
codes and illustrative quotes are presented in Table 2. The 
subthemes are discussed subsequently.

Embedded Biases
A recurring theme across many of the talks was the 
presence of deep-seated biases within AI systems which 
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Table : 1 Key Themes

Theme Content Description

Transparency and Interpretability Concerns about the opacity of AI systems and the undue authority granted to machine-generated 
outputs.

Autonomy and Power Challenges related to surveillance, erosion of human agency, market concentration, and threats 
to civic participation.

Structural Inequities in AI 
Infrastructure

Systemic disparities including the digital divide, environmental burdens, and control over 
foundational AI infrastructure.

Table : 2 Transparency and Interpretability: Subthemes with Representative Codes and Quotes

Subtheme Code Quote Source

Embedded Biases Subconscious bias in AI “Bias can be embedded in AI on a subconscious level” (TEDx Talks, 2024a)

Biased training data “If the AI is only trained on ... raw web data, which is freely 
available, it’s not good because this data is loaded with racism 
and sexism and misinformation.”

(TED, 2023a)

Masculine authority bias “…male AI assistants are considered better suited for roles that 
require authority and leadership”

(TEDx Talks, 2024a)

Racial bias in facial 
recognition

“...common facial recognition systems were vastly worse for 
women of color compared to white men”

(TED, 2023b)

The “Black Box” 
Problem

Complexity of model 
architecture

“The sheer size of these neural networks makes it difficult for 
us to see how they are… making decisions”

(TEDx Talks, 2024c)

Limits of explainability “What makes it hard for experts to know what’s going on is 
basically just, there are too many numbers…”

(TED, 2024b)

Epistemic 
authority of AI

Hallucination framed as 
fact

“AI could confidently state fiction as fact” (TEDx Talks, 2024a)

Human origin of AI outputs “…it was a human that collected the data, and it was a human 
that trained and tested the results”

(TEDx Talks, 2023)

Prompting user skepticism “Knowing when to abstain from using these tools is just as 
vital, and prepares you to make informed decisions”

(TEDx Talks, 2024e)

manifest in various ways including racism, sexism, and 
misinformation. The speakers provide several examples. 
The classic example is that of AI voice assistants where 
female personas are associated with support roles, 
while male voices are associated with authority and 
leadership. Another example that was discussed was facial 
recognition. In the Western world, these systems have 
been shown to affect women of color more than white 
men. A further challenge was policymakers limited grasp 
of AI, especially its ethics. This often becomes a roadblock 
to drafting meaningful regulations.

The “Black Box” Problem
The internal working of AI models is quite complex. Even 
experts cannot often interpret or understand how AI 
systems arrive at a decision. This is commonly called the 
“black box” problem. This raises important questions 
about accountability and trust.

Epistemic authority of AI
This theme is based on the idea that many users tend 
to view AI outputs as trustworthy simply because a 
machine produced them. Issues like inaccurate output, 

hallucinations and the human element in the AI value chain 
are seemingly disregarded. The speakers emphasized the 
need for users to question AI outputs and understand their 
boundaries. 

Autonomy and Power
This theme is about how AI systems affect individual 
freedom and centralize power, thereby weakening 
democratic processes. Findings suggest a constant tension 
between human agency and corporate control. A subset 
of codes along with representative quotes and sources is 
presented in Table 3.

Data Use and User Autonomy
Several speakers drew attention to the pervasive use by 
AI-driven systems of personal data ranging from browsing 
patterns to online interactions. While some suggested 
that this could potentially improve efficiency, the general 
view was critical of how such data was routinely exploited. 
Concerns were raised about manipulative design features 
that leverage behavioral data to increase engagement. 
In particular, profiling vulnerable populations, such 
as children, was highlighted. Experts also highlighted 



Subhodeep Mukhopadhyay

Journal of Communication and Management, October-December, 2025, Vol 4, Issue 4, 49-5652

Table : 3 Autonomy and Power: Subthemes with Representative Codes and Quotes

Subtheme Code Quote Source

Data Use and User 
Autonomy

Data-driven manipulation “But they also use… the data they gather about you to 
build more addictive products for you, to target your 
vulnerabilities”

(TEDx Talks, 2020a)

Opaque data circulation “These kinds of uses of AI — the ones you may not see every 
day — are still impacting your life…”

(TEDx Talks, 2020c)

Time-saving potential “Just imagine a time… when every one of us will have so 
much artificial intelligence around us that it will take care of 
the routines, the things we’re not good at, that we don’t like, 
or that just consume so much time.”

(TEDx Talks, 2025a)

Concentration of 
Power

Resource imbalance “…extreme-scale AI models are so expensive to train, and 
only a few tech companies can afford to do so.”

(TED, 2023a)

Power disparity concern “…who would you trust to have a million times more power 
and wealth than any other actor in society? Any company? 
Any government? Any individual?”

(TED, 2025a)

Sustainable AI engineering “It has one deceptively simple mission: to establish a new 
branch of engineering to take AI safely, sustainably and 
responsibly to scale.”

(TED, 2021)

Importance 
of Democratic 
Control

AI vs democracy “…a lot of people think AI is toxic for democracy—because it 
enables the spread of misinformation and disinformation; it 
ferments political polarization.”

(TEDx Talks, 2025b)

Safety vs market 
dominance

“…the more shortcuts you take to get market dominance or 
prove you have the latest capabilities, the more money you 
can raise, the more ahead you are in the race”

(TED, 2025a)

Lack of regulation “a sandwich has more regulation than AI” (TED, 2025b)

Surveillance Data sold to third part “An AI-literate citizen is someone who… recognizes how their 
personal data is being stored, shared, deleted, and sold to a 
third party”

(TEDx Talks, 2023)

Lethal consequences “…wrong to build technologies for military surveillance with 
potentially lethal outcomes”

(TEDx Talks, 2020a)

Risks of AI with 
greater Agency

Deploying unsafe AI “we’re currently releasing the most powerful, inscrutable, 
uncontrollable technology we’ve ever invented that’s already 
demonstrating behaviors of self-preservation and deception 
that we only saw in science fiction movies”

(TED, 2025a)

the opaque nature of corporate data flows. At the same 
time, a few speakers noted that AI systems could relieve 
individuals from mundane or repetitive tasks and help one 
focus on higher order tasks.

Concentration of Power
A recurring theme was the growing concentration of 
AI development capacity in the hands of a few large 
companies. The costs required to train advanced models 
are huge. Smaller entities therefore find it difficult to 
participate in AI research. This gives rise to the metaphor 
of a “dystopia” - a future where a few companies hoard 
power and resources. 

Importance of Democratic Control
Speakers emphasized growing concerns around AI’s 
influence on democratic processes due to accelerating 
misinformation and deepening political polarization. 
Rapid commercialization of AI, driven by incentives for 

market dominance, was seen as another major risk, since 
safety and accountability are often sidelined in the quest 
for growth. One speaker observed how even a mundane 
consumer good like a sandwich receives more regulatory 
oversight than AI systems. 

Surveillance
Another frequently raised concern was the use of AI in 
surveillance. User activities are continuously tracked, 
often without consent. Their data too is shared with 
third parties. AI is increasingly being used to monitor and 
control how people behave. Speakers also drew attention 
to high-risk applications, such as military-grade drone 
surveillance. These developments were interpreted as 
symptoms of a broader erosion of civic space. 

Risks of AI with greater Agency
Experts highlighted mounting commercial pressure to 
develop AI systems capable of independent decision-
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Table : 4 Structural Inequities in AI Infrastructure: Subthemes with Representative Codes and Quotes

Subtheme Codes Example Snippets Source

AI as 
Infrastructure 
and Energy as 
Currency

AI as critical infrastructure “…if you look from a top-down perspective, that AI is 
not just a technology; it’s infrastructure.”

(TEDx Talks, 2024f)

Energy-intelligence 
inequality

“the more energy you have, the more access to 
intelligence you have”

(TEDx Talks, 2024f)

Digital Divide Paid vs. free access divide “…the free AI is not the AI that’s going to be the best 
version for our students. It’s going to be the one that 
now costs money, and if there isn’t equitable access, 
then we create a digital divide…”

(TEDx Talks, 2024b)

Technical Expertise “…ability to do a base amount of programming can be 
quite impactful”

(TEDx Talks, 2022)

Environmental 
Inequity

Ecological cost of large 
models

“…just training it used as much energy as 30 homes in a 
whole year and emitted 25 tons of carbon dioxide…”

(TED, 2023b)

Larger not always better “…switching out a smaller, more efficient model for a 
larger language model emits 14 times more carbon for 
the same task. Like telling that knock-knock joke”

(TED, 2023b)

making and task execution. This was seen as deeply 
problematic in the absence of adequate understanding 
or safeguards. Concerns were voiced over a “race to roll 
out” scenario, where safety considerations are bypassed 
in favor of speed and profit. Some speakers warned that 
we may be unleashing technologies with behavioral traits 
reminiscent of self-preservation or deception. 

Structural Inequities in AI Infrastructure
Speakers emphasized how AI development amplifies 
existing inequalities. This is because of uneven access to 
energy and advanced tools, and consequently those with 
more resources gain disproportionate benefits. Meanwhile 
marginalized groups often bear the ecological costs. A 
subset of codes, representative quotes, and sources is 
presented in Table 4.

AI as Infrastructure and Energy as Currency
AI is being seen as the next great infrastructure fueling the 
growth of new economies, similar to roads and the internet 
of the previous era. Energy and data are the currency of 
this new infrastructure. It was noted with great concern 
that many companies are already securing direct energy 
sources, and that such trends are likely to deepen existing 
global inequities. Greater AI capabilities would therefore 
accrue mostly to only energy-rich actors.

Digital Divide
Speakers highlighted the growing risk of an AI-induced 
digital divide, particularly as advanced tools become 
increasingly pay-walled or have limited capabilities in 
free versions. Those without premium access could be 
systematically disadvantaged.

Environmental Inequity
A not her impor t a nt t heme hig h l ig hted wa s t he 
environmental impact of AI, a topic which has seen 

considerable interest in recent times. These include energy 
use and emissions that are often underreported or not 
publicly audited. Vulnerable communities are likely to bear 
a disproportionate share of this burden, despite having 
little influence over the technologies in question.

Analysis
Expert public-facing discussions on platforms like TED 
differ greatly from academic or policy discussions in 
structure and tone. The target audience is quite different. 
Unlike academic publications, which follows a specific 
pattern and rely on rigorous methodology, TED Talks are 
narrative-driven and designed for wide dissemination. 
They aim to persuade and simplify. They are not intended 
to exhaustively argue or prove something. The purpose is 
to explain complex ethical and political concerns in ways 
that can be easily understood. This makes them a powerful 
cultural instrument (MacKrill et al., 2021). 

Let us take the example of AI opacity. An academic 
paper may explain the concept formally in terms of 
explainability and algorithmic accountability (Burrell, 
2016). However, a TED speaker explains the very same idea 
through the metaphor: “I don’t understand AI, and neither 
does anyone else” (TED, 2024b). “Black box” therefore 
ceases to be a technical term. Rather it assumes the role 
of a rhetorical device, one that emphasizes uncertainty 
and loss of control in an AI-dominated world. TED Talk 
discourse is in essence affective and interpretive. The 
findings of the previous sections must be viewed against 
this backdrop. 

To understand their implications, the identified 
themes have to be looked at through relevant theoretical 
perspectives. Transparency and interpretability can 
be explained through hermeneutics. Critical theory 
of technology can well explain autonomy and power. 
Theory of data justice allows us to understand structural 
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Table : 5 Themes, Categories and Theoretical Perspectives

Theme Categories Theoretical Perspectives

Transparency and Interpretability Embedded Biases Hermeneutics

Black-box problem

Epistemic Authority of AI Output

Autonomy and Power Data Use and User Autonomy Critical Theory of Technology

Concentration of Power

Importance of Democratic Control

Surveillance

Risks of AI with Greater Agency

Structural Inequities in AI Infrastructure AI as Infrastructure and Energy as Currency Data Justice

Digital Divide

Environmental Inequity

inequities in AI infrastructure (Table 5). This allows us 
to relate the findings to broader conceptual traditions. 
Without these theoretical underpinnings, we will not be 
in a position to decode how public discourse reflects and 
reshapes our normative orientation toward AI. 

Hermeneutic View of AI Transparency and 
Interpretability
In the Gadamerian tradition, understanding is never passive 
but dialogic emerging as it does from the interaction of the 
topic and prior assumptions, or what Gadamer refers to as 
vorurteile (Schmidt, 2014). Seen from this angle, AI-chat 
may appear to be a hermeneutic process. The user begins 
with their own assumptions or understanding, while the 
AI responds with information from its vast “horizon” of 
data on which it has been trained. During this exchange, 
AI systems bring their own underlying assumptions. They 
also have embedded prejudices in terms of gender, race and 
worldviews, an issue which has been discussed extensively 
in literature (Livingston, 2020; Mukhopadhyay & Reddy, 
2023; O’Connor & Liu, 2024). This man-machine interaction 
seemingly creates a hermeneutic circle. The user refines 
their query based on the AI’s answer, and vice versa, and 
the cycle goes on till the user is satisfied that his queries 
have been answered. 

However, a true fusion of horizons does not happen. 
This is because AI lacks a subjective experience. It is not 
sentient, and therefore, the process of “meaning-making,” 
where a mutual understanding between two conscious 
beings develops, never materializes. The AI may appear 
to be aware. But this awareness is simply statistical rules. 
It is not genuine understanding, as has been pointed out 
by a number of speakers (TEDx Talks, 2024d). What AI 
produces is not true knowledge as we humans understand 
the word, and hence should be used mostly to augment 
one’s capabilities and not to bypass the learning process 
itself (TEDx Talks, 2024b). All this is further complicated 
by AI’s opacity. The latter is not just a technical barrier 
but a crisis in how knowledge is constructed and shared, 

a veritable epistemological rupture. The situation grows 
more worrisome when one considers AI’s capacity for 
recursive self-improvement, enabling them to potentially 
refine their code completely bypassing humans in the loop 
(TED, 2024a). 

Therefore, when AI experts declare that neither they nor 
others actually understand how AI works (TED, 2024b), it 
reflects a breakdown in our ability to comprehend the very 
systems we create. We simply do not understand how AI 
arrives at a decision. We have no way of knowing, at least at 
this point in time, why AI systems provide the answers that 
they do. Ontologically, AI is not a mere tool or utilitarian object 
in the world but becomes a quasi-agentic system. It is akin to 
a presence that participates in shaping social reality without 
being fully comprehensible. The metaphor of AI as a “country 
full of geniuses in a data center” (TED, 2025a), exemplifies 
the scale at which AI output exceeds the threshold of human-
cognition. Seen in this light, AI is far from a neutral agent. 
There is indeed a pressing need to “ask questions about [AI’s] 
safety, trustworthiness, and limitations” (TEDx Talks, 2024e). 

Autonomy and Power in AI: Critical Perspective
Concerns on data use, autonomy, power, and surveillance 
point to an evolving AI ecosystem that disrupts democratic 
norms. AI is no longer a passive tool. Rather, it is actively 
shaping and also being shaped by society. User exploitation 
and monopolistic control by tech giants are real issues in 
the public consciousness. Lack of regulatory oversight, 
and the erosion of public trust in AI-enable democratic 
processes further complicate matters. It is not surprising 
that ethicists, futurists, policy-makers and public 
intellectuals are demanding a critical scrutiny of the 
forces behind global AI systems. With increased usage 
in critical areas like healthcare, warfare, policing, and 
justice, questions naturally arise about who wields the 
power. The critical theory of technology therefore becomes 
an appropriate lens to understand the implications of 
increasing autonomy of AI systems and the ostensible 
concentration of power in the hands of a few. According to 
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the critical view, technology is not neutral. Neither is it an 
autonomous force that dictates social change (Feenberg, 
2008). AI tools reflect existing hierarchies and end up 
reinforcing inequalities. 

As noted by the speakers, they are typically developed 
by elite tech actors who prioritize profit over public good. 
Another concern is AI’s role in amplifying misinformation 
and political polarization. There are concerns about a 
growing technocracy at the helm of which are unelected 
experts. Seen in this light, AI is akin to a battleground 
where power and agency are contested and reshaped. It 
is the arena where the elites fight the elites for AI market 
domination, while the gaps between the “haves” and “have-
nots” increase (Malhotra, 2021). Many of the speakers have 
cautioned against this dangerous trend. They have asked 
for more scrutiny and better governance of AI systems, 
which may be viewed in the light of what Feenberg refers 
to as “democratic rationalization”, or the opening up 
the development process to broader public scrutiny and 
participation.

AI Structural Inequities and Data Justice
Viewed through the lens of data justice (Taylor, 2017), AI 
systems reveal and reproduce deep structural inequalities. 
This perspective lends credence to the views of the speakers 
that the material and political conditions of AI production 
disproportionately benefit a handful of well-resourced 
actors. Data must not be treated as abstract artefact. The 
resource-intensive nature of training large-scale models 
naturally concentrates AI development within a few 
powerful tech corporations, mostly in the Global North. 
These entities control the development of large-scale 
AI models. More importantly, they also monopolize the 
underlying infrastructures, the data centers and energy 
sources, needed to sustain complex AI systems. Independent 
researchers and the civil society actors have little to no 
voice in the development of AI. Data justice also foregrounds 
the importance of inclusion in design processes by asking 
questions like whose data is being used, who benefits from 
AI, who bears its environmental costs, and who solves its 
social problems. Calls for “diverse teams with different 
backgrounds, cultures, and skills” (TEDx Talks, 2024a) aim 
to ensure that AI systems better reflect social complexity. 
The idea of data justice allows us to draw interesting 
parallels to this trajectory of AI and colonialism, giving rise 
to the idea of digital colonialism, where Global North AI 
infrastructures extract data and resources from the Global 
South without equitable benefit-sharing. Addressing such 
injustices requires confronting algorithmic inequities and 
surveillance capitalism (Zuboff, 2019). 

Conclusion
The study focused on TED and TED-affiliated talks, and 
excluded other platforms and formats like academic 
lectures, podcasts, and general informational videos. 
Moreover, only formal presentations were analyzed. 
Q&A sessions, panel discussions, interviews, and other 

interactive formats were not considered. They could have 
offered different insights. Another shortcoming is that the 
study treats the period 2020 to 2025 as one singular block 
and does not look at how the discourse on AI ethics has 
evolved over the years. New revolutionary GAI products 
like GPT and recent agentic products are not separately 
accounted for. Future research could address these gaps. 
They can examine multi-platform and multiformat expert 
discourse. Comparative studies across media genres and 
studies on how GAIs, other major technological shifts or 
political events, may have changed the discourse on AI 
ethics, would deepen our understanding of the AI ethics 
landscape.

Despite these gaps, the study is important as it 
demonstrates that not only is there a growing concern 
regarding the ethical aspects of AI. Using inductive 
thematic analysis, this study identified three themes: 
transparency and interpretability, autonomy and power, 
and structural inequities in AI infrastructure. The findings 
were interpreted through the lenses of hermeneutics, 
critical theory of technology, and data justice. They tell a 
fascinating tale about the lesser-discussed aspects of AI. 
Terms like accountability and transparency may sound 
like jargon, but have real-world implications. While AI may 
appear to understand what we say and communicate with 
us in a limited sense, it is to be noted that we are in essence 
dealing with a black box that is resistant to dialogue and 
reciprocal understanding. 

The study has different takeaways for different groups 
of people. It is a cautionary tale for software developers. 
Just because one can develop an AI system does not mean 
that they necessarily should – a point also noted by one of 
the speakers (TEDx Talks, 2020b). We must understand 
that an AI does not “speak” in human language. Nor does 
it invite interpretation in traditional ways. Hence, value-
sensitive design of AI systems is the need of the hour. 
This study offers several key points for educators. AI 
literacy programs should teach not only how AI functions, 
but also its ethical implications. The fact that AI is also 
a sociopolitical phenomenon must also be conveyed to 
students. An examination of AI-generated content and 
its onto-epistemic implications is also needed. Concepts 
like opacity, transparency, algorithmic bias, and digital 
colonialism can add value to classroom discussions on 
the impact of AI. For policymakers, the study suggests 
that they go beyond technical regulations. Policies must 
emphasize civic participation. For media practitioners, the 
analysis illustrates the importance of moving beyond hype 
and alarmism. They should instead focus on narratives 
that tell us how AI can be used for social good. 
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